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= One of the fundamental computer vision problems
» Assign semantic label for each pixel in the images
» Practical real-world application: autonomous driving
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= Challenge1: When applying model to a new domain, the performance will drop
= Challenge2: The annotation is labor-intensive and expensive, especially for
pixel-level label

~60 min per image
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= Given: Source data w/ annotations + Target data w/o annotations(new domain)
= Object: Transfer the knowledge to a new domain without annotations.

w/o label

Prediction

Source Domain Target Domain
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= [gnore the interactive relationship between segmentation task and domain task.
* Not consider the semantic gap among different feature maps.

(a) Conventional Method
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» Feature Extractor E: employ DeeplLabv2 to extract image feature.

= Scale-aware Distilled Decoder D: eliminate the domain gap among multi-scale
feature maps and fuse them.

= Domain Prediction Branch Fj: predict the domain results

= Segmentation Branch F.: predict the semantic results

= Co-interactive Loss Lps., and Lgyg,,: align the feature distribution and refine the

segmentation classifier decision boundary.

' Feature Tensor C’ Segmentation Prediction ’ Domain Prediction Source Flow =% Target Flow

l | 7|
I Scale-aware /
—| Distilled Decoder

Feature Extractor Dual-task Classifier
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» Multi-scale feature maps: high level semantic information, shallow detailed texture
information

» Semantic gaps among different scale feature maps

» [nter-Distilled Module (IDM): utilize the deep feature map to guide the semantic
distillation of adjacent shallow feature map

| IDM 1 « Calculate Channel affinity
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= Domain promote segmentation: Enlarge the ° :
. . Target domain Class :
weight of source features which are regarded as g Sj il & Cm: Io\s;;:;tom )S?fﬁiﬂi;

target domain.
WH

£DSeg(Ea FC) — Z — (1 + psegpzp)yi logpzc
1=1

* %

» Segmentation promote domain: Reduce the
adversarial weight for target features with high

. (a) Uniform Weight (b) Confidence Weight
confidence.
- Pad
Lsaa(E, Fp) = Z — (1 + Ca - )zlogpﬁi)(l — 2) log(l — pﬁi))}
i~1 Pi(ig,)
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= Source Dataset

« GTAV: 24996 images collected from computer game with pixel-level labels
« SYNTHIA: 9400 synthetic images with pixel-level labels

» Target Dataset
« Cityscapes: 2975 training images and 500 validation images

Cityscapes
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= Achieve superior results comparing with other SOTA methods

TABLE I: Unsupervised Adaptation Model performance from GTAV [32] to Cityscapes [7].

- T - 3 ) = o 'E § = =~ = § oY

Method §§’.§§§§§'§)§°5%§.3§Eﬁ'ggfmlouomn
Source only | 75.8 16.8 722 12.5 21.0 255 30.1 20.1 813 24.6 70.3 53.8 264 49.9 172 259 65 253 360|366 -
SSE-DAN (19') [17] | 90.3 38.9 81.7 24.8 22.9 30.5 37.0 21.2 84.8 38.8 769 58.8 30.7 85.7 30.6 38.1 59 283 369|454 88
CrCDA (20') [29] |92.4 553 823 312 29.1 32.5 332 35.6 83.5 34.8 842 58.9 322 84.7 40.6 46.1 2.1 31.1 327|486 120
UIDA (20) [33] | 90.6 37.1 82.6 30.1 19.1 29.5 32.4 20.6 85.7 40.5 79.7 58.7 31.1 863 31.5 483 0.0 302 358|463 9.7
LSE (20') [34] | 902 40.0 83.5 319 264 32.6 38.7 37.5 81.0 342 84.6 616 33.4 82.5 32.8 459 6.7 29.1 30.6/47.5 109
WeakDA (20') [35] |91.6 47.4 84.0 304 28.3 31.4 374 354 83.9 383 839 612 282 837 28.8 413 88 247 46.4|482 116
BCDM (21’) [30] |90.5 37.3 83.7 392 22.2 28.5 36.0 17.0 842 359 85.9 59.1 355 852 31.1 393 211 267 27.5|46.6 100
COINet 91.8 47.3 85.1 342 29.1 35.2 40.7 40.9 80.8 36.4 812 59.3 365 87.3 334 47.5 56 299 32.1/492 12.6

TABLE II: Unsupervised Adaptation Model performance from SYNTHIA [36] to Cityscapes [7].

s =} —
o o = = = g 5 o g Y
Method §EB§-%"§°%’§E§B§?§moUGam
Source only 556 226 638 58 134 729 784 513 151 336 212 139 229 362 -
CLAN (19') [16] | 813 37.0 80. 161 137 782 815 534 212 730 329 226 307 | 478 116
SSE-DAN (19') [17] | 84.6 417 808 115 147 808 853 57.5 21.6 820 360 193 345 | 500 138
CrCDA (20) [29] | 862 449 795 94 118 786 865 572 261 768 399 215 321| 500 138
UIDA (20') [33] | 843 37.7 795 92 84 800 841 572 230 780 381 203 365 | 489 127
LSE (20') [34] |829 431 78.1 9.1 144 770 835 58.1 259 719 380 294 312 | 494 132
COINet 831 423 792 198 257 821 856 592 245 813 337 283 268 | 51.6 154
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= Perform well in small objects.
* Preserve high performance for well-aligned categories.

Target image Source only Ground Truth
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= Cluster center distance measures the degree of alignment.

= Our method achieves lower distance, indicating better feature distribution alignment.
= Ablation study validates the effectiveness of each key component.

® AdaptSeg = CLAN ®Ours
2

e TABLE III: Ablation Studies of each component.
1 DTC  Lpses Lsagw mloU  Gain(%)
0.5 45.5 -
' ‘ v 46.9 1.4
0 v v 48.2 2.7
D o D A P W N D SR ES AN EDS S & :
&d} __\S’ \,\\\\ \;}\ \‘.J\'\\' QO\ \\5{\, N &% & B Q\'..\ ;\\l\ < \.\\\‘}' o~ < \\\\\ .Q\\' \\\:.' j ‘/ \\; j’;; g’?

Fig. 6: Quantitative analysis for the feature alignment. We
show each Cluster Center Distance of three approaches.
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= Propose a co-interactive network (COINet) addressing unsupervised domain

adaptation problem.
= Scale-aware Distilled Decoder fuses multi-scale feature maps smoothly.
= Co-interactive loss promotes two tasks with each other.
= Comprehensive experiments demonstrate the effectiveness of these modules.

‘ Feature Tensor Ef‘ Segmentation Prediction ’ Domain Prediction Source Flow “» Target Flow

Feature Extractor Dual-task Classifier
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Thank you very much
for your attention!
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